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Does NICE have a cost-e¡ectiveness threshold and what other
factors in£uence its decisions? A binary choice analysis

Nancy Devlin* and David Parkin
City Health Economics Centre, Department of Economics, City University, UK

Summary

The decisions made by the National Institute for Clinical Excellence (NICE) give rise to two questions: how is cost-
effectiveness evidence used to make judgements about the ‘value for money’ of health technologies? And how are
factors other than cost-effectiveness taken into account? The aim of this paper is to explore NICE’s cost-effectiveness
threshold(s) and the tradeoffs between cost effectiveness and other factors apparent in its decisions. Binary choice
analysis is used to reveal the preferences of NICE and to consider the consistency of its decisions. For each decision
to accept or reject a technology, explanatory variables include: the cost per life year or per QALY gained;
uncertainty regarding cost effectiveness; the net cost to the NHS; the burden of disease; the availability (or not) of
alternative treatments; and specific factors indicated by NICE. Results support the broad notion of a threshold,
where the probability of rejection increases as the cost per QALY increases. Cost effectiveness, together with
uncertainty and the burden of disease, explain NICE decisions better than cost effectiveness alone. The results
suggest a threshold somewhat higher than NICEs stated ‘range of acceptable cost effectiveness’ of d20 000–d30 000
per QALY – although the exact meaning of a ‘range’ in this context remains unclear. Copyright # 2004 John Wiley
& Sons, Ltd.
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Introduction

Evidence on cost effectiveness is used in many
countries to inform decisions about the allocation
of public funds to health services and products.
For example, health technology assessments
underpin decisions made by the Pharmaceutical
Benefit Advisory Committee (PBAC) in Australia,
the Canadian Coordinating Office for Health
Technology Assessment (CCOHTA) and New
Zealand’s PHARMAC. In the UK, the National
Institute for Clinical Excellence (NICE) was
established in 1999 to address geographic
variations in access (‘postcode prescribing’) by

providing national-level guidance on the effective-
ness and cost effectiveness of new health technol-
ogies in the NHS. By May 2002 it had issued
guidance on 39 technologies; an ambitious pro-
grame of technical appraisals in support of further
recommendations is planned for the future. The
role of NICE has been strengthened by making
implementation of its decisions mandatory in the
NHS from 2002.

An issue generating considerable speculation
and debate is the weight that NICE attaches to
cost effectiveness evidence in its decisions [1,2] and,
in particular, what decision rule it applies to
incremental cost-effectiveness ratios (ICERs) to
judge whether any given technology represents
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good value for money [3]. Towse [4] has suggested
that the ‘threshold’ cost per quality adjusted life
year gained (CQG) implicit in NICE’s decisions is
between d20 000 and d30 000; technologies with
ICERs above this level seem more likely, but not
certain, to be rejected [4]. Explicit statements
made by NICE are contradictory. The NICE
guidance on Orlistat for obesity in adults [5]
contained a statement that a ‘sufficient level of cost
effectiveness’ is ‘in the range of CQG of between
d20 000 and d30 000.’ Public comments made by
the Chairman of NICE suggested that a threshold
of d30 000 had emerged from its deliberations;
however, NICE’s evidence to the Health Select
Committee Inquiry maintains that these comments
were misinterpreted and that ‘the Institute does
not have such a threshold’ [6]. Not only is there is
no clear and explicit cost effectiveness threshold,
there is also a lack of clarity over the way in which
factors other than health gain are taken into
account – that is, the tradeoffs that are accepted
between efficiency and objectives such as equity.

The aim of this paper is to consider the factors
that operate to influence NICE decisions, to
explore systematically the influence of each and
to establish the characteristics of the cost-effective-
ness threshold, if it exists. We report the results
from initial data exploration and from a binary
choice model using logistic regression analysis.

A binary choicemodel of NICE decision
making

In the simplest case, illustrated in Figure 1, the
threshold is a precise, ‘knife-edge’ value for a
marginal QALY against which evidence from
economic evaluation is compared: if the CQG
exceeds this it is rejected; if it falls below it is

accepted [7]. The threshold could represent the
shadow price of the NHS budget constraint or a
societal willingness to pay for health improve-
ments; we cannot say what NICE thinks the
threshold represents, since it denies that it has one
and therefore does not discuss its origins. How-
ever, in view of the fact that NICE does not have
the ability to calculate the shadow price and does
not have responsibility for the whole NHS budget,
we think it is most plausibly thought of as
representing NICE’s judgement about society’s
willingness to pay.

In practice, the threshold may be less clearly
identified, for three reasons that we will consider in
turn. First, decisions to accept or reject new
technologies may depend on a wider set of
objectives than maximizing health gain from the
NHS budget. Secondly, the cost-effectiveness
threshold may be different for investments and
disinvestments. Thirdly, the threshold may be
affected by the decision maker’s response to
uncertainty about evidence concerning cost effec-
tiveness.

The existence of factors other than cost effec-
tiveness may mean that there is in practice no
threshold at all; any new technology has a finite
probability of being accepted or rejected, whatever
its CQG, if other factors are important enough to
outweigh its cost effectiveness. Alternatively, there
may be no single threshold but a lower and an
upper threshold, as in Figure 2 [7]. Below the lower
threshold, low CQG technologies are certain to be
accepted; above the upper threshold, high CQG
technologies are certain to be rejected. Within the
range between the two, cost effectiveness may be
traded off against other objectives that are seen as
relevant to decision making.

What are the factors other than cost effective-
ness that may influence NICE decisions? An
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Figure 2. The cost-effectiveness threshold as a range, reflecting

tradeoffs against efficiency
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obvious candidate is equity [1,8]; less obvious is
which equity concerns are relevant to NICE’s
deliberations. The NHS has as one of its central
equity principles access to health care irrespective
of ability to pay. This is addressed by the means by
which technologies recommended by NICE are
funded – general taxation, free at the point of
delivery – and is therefore not relevant to its
deliberations. Equal access regardless of geogra-
phy is also an important equity consideration – the
avoidance of the ‘postcode lottery’ (regional
variation in access to some technologies) was, as
already noted, a principal objective in establishing
NICE. This is mainly addressed by weighted
population-based funding formulae, which aim
to ensure that local health organizations have
equal resources for equal need. NICE’s role is in
effect to ensure that this equal availability of
resources is translated into equal availability of
specific technologies. However, it is again hard to
see how it could affect NICE’s decisions, as its
recommendations pertain to the NHS as a whole.
Population characteristics other than income and
geography, for example age, sex, ethnicity and
social class, are possible foci of equity goals. But
we do not believe that these are relevant equity
criteria for NICE, as it has no mandate for
differentiating between population sub-groups
(e.g. by weighting QALYsa) and, arguably, dis-
crimination legislation precludes its ability to do so
on some grounds.

While the relevance of equity goals regarding
population sub-groups can be largely rejected a
priori, by contrast, concerns about equity between
patient groups is likely to be highly relevant to
NICE’s decision-making processes. We consider
three ways in which this might be implemented.
First, NICE might approach ‘orphan’ treatments
(i.e. a treatment for a disease for which no
alternative curative treatment for patients exists)
differently from treatments for which there are
treatment alternatives. Secondly, the ‘starting
point’ in health status terms of particular patient
groups – low initial quality of life and short
duration of life – may be seen as a relevant and
inadequately captured by the measures of health
gain used in economic evaluation. Thirdly, cost-
effectiveness ratios do not differentiate between the
size of the potential group of beneficiaries. A
larger patient group, where the total health gain
produced from a treatment is larger, may be
approached differently from a smaller patient
group. In each case, technologies may have a

lower probability of being rejected for any given
CQG.

A final other possible factor is related neither to
efficiency nor equity, but is suggested by the
evidence that NICE requires for its technical
appraisals on the net budgetary effect of its
guidance on the NHS. The role that this evidence
does or should have in decision making is an area
of dispute. In one view, NICE makes its decisions
on the basis of effectiveness and cost-effectiveness
evidence, with information on the impact on the
NHS budget being used only to operationalize
those decisions; that is, to plan how much the
NHS budget would need to increase in total to
support a new procedure, or what resources will
need to be displaced at a local level to implement
guidance. Birch and Gafni have argued ‘. . .the
puzzle here is how recommendations can be made
for maximizing health gain from a given NHS
expenditure where such recommendations require
additional resource requirements (and of unknown
opportunity cost). If budgetary impact is only
important in planning future resource require-
ments then all interventions with net benefitsb

would be implemented and NICE recommenda-
tions would be a prescription for continued
expansion of the NHS’ [1]. In practice, the
establishment of NICE has coincided with a
period of unprecedented, planned increases in real
NHS budgets, making it impossible to determine
cause and effect from casual observation alone.
However, as Raftery has noted, NICE has said
‘yes’ more often than it has said ‘no’ [2].

The second complicating factor in looking at a
possible cost-effectiveness threshold is that it may
be different for investments and disinvestments.
O’Brien et al. provide evidence that the will-
ingness-to-accept (WTA) values for relinquishing
QALYs, by reducing or removing services, are
higher than the willingness to pay (WTP) to obtain
QALYs from new services [9]. This suggests that
the cost-effectiveness threshold may be lower at
every given CQG for extant, as opposed to new,
services, as in Figure 3. The asymmetry described
by O’Brien et al. is arguably even more exagger-
ated in NICE decisions since its remit is to
consider cost effectiveness and clinical effectiveness
[10]. While NICE recommendations in favor of
new technologies indicates its WTP for increased
effectiveness, it is less clear how it would respond
to an option which is cost effective because it is
both less costly and less effective than current
practice. If cost effectiveness and effectiveness are
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equally dominant in NICE’s preference function,
its WTA would be infinitely large i.e. there would
be no reduction in costs sufficient to compensate
for reduced effectiveness. We do not test for this
possibility here, as all options considered by NICE
to date sit in the North-East and South-East
quadrants of the cost-effectiveness plane described
by O’Brien et al. i.e. have zero to positive
effectiveness.

The final complicating factor is that the
decision-maker’s response to uncertainty regard-
ing CQG evidence arising, for example, from
sensitivity analysis, may alter the threshold.
Figure 4 illustrates this. If NICE is risk averse,
the probability of rejection will be higher for any
given base-case CQG for options associated with
the possibility of a high CQG under alternative
sets of assumptions, compared to options where
the base case CQG is relatively robust to changes
in assumptions. If NICE is a risk lover, it will be
prepared to give the benefit of the doubt and the
opposite will apply.

Claxton has made a compelling argument
that such uncertainty should not in fact be
used to make decisions about whether or not
to approve or reject any technology uncondition-
ally [11]. Instead, it should only be used to
decide whether or not to seek further evidence to
reduce the uncertainty. However, the extent
to which this was accepted and used by NICE
at the time it took its decisions is not recorded or
known.

A problem with this analysis is that it assumes
that the sources of uncertainty in the evidence base
are the same for all decisions or that NICE does
not distinguish between different types of uncer-
tainty. Sources of uncertainty in the CQG

estimates include those from effectiveness data,
cost data and any modelling which has been
carried out. Uncertainty in the effectiveness
data arises, for example, from a limited number
of trials, trials of small size or trials with
unrepresentative patient characteristics. It may
be that there is a hierarchy of evidence,
such that uncertainty in effectiveness is given a
very high weight. There may even be a hierarchy of
decision making, such that very high uncertainty
means that the decision does not take account of
CQG estimates even if they are available.

In terms of a binary choice model, the response
variable is the probability that NICE will reject a
given technology. In some cases, the NICE
Guidance document involves a simple acceptance
or rejection of a technology for ‘routine use,’ for
example recommending that a drug should be
available to all sufferers of a particular condition.
However, many NICE Guidance documents spe-
cify both clinical groups for whom the technology
is recommended and those for whom it is not [2].
In these cases, the guidance actually implies more
than one decision: acceptance for some identified
groups and rejection for others.

Our exposition of the threshold in the previous
section immediately suggests a number of expla-
natory variables. ICERs are cited in many of the
Guidance documents and in the underlying
Technical Appraisal documents. The relevant
equity variables can be measured by examining
the characteristics of patient subgroups. The
hypothesis that NICE is indifferent to the
cost impact of its guidance can be tested by
including information on the budgetary impact
on the NHS. The effect of uncertainty over the
cost-effectiveness evidence may be measured
by exploring the range of cost-effectiveness
results reported in the Guidance supporting each
decision.

The cost-effectiveness threshold for investments and disinvestments
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Figure 3. The cost-effectiveness threshold for investments and
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Methods and data

Data were abstracted from NICE Guidance and
Technology Appraisals available at May 2002,
covering recommendations on 39 technologies,
corresponding to 51 observable yes/no decisions.
The abstracted data are available from the
authors.

In abstracting the data, we adopted a consistent
method, in which we took the information
provided at face value and applied identical rules
for processing them. We deliberately did not seek
any clarification from NICE about whether
the reported information reflected the information
that they believed they had taken into account.
The data are therefore internally consistent
and uncontaminated by post hoc rationalization
by NICE. The drawback is that they are only
an approximation to the information that was
actually taken into account; however, there is
no independent source of information about
that. We subsequently allowed members of
NICE’s staff to inspect the abstracted data;
however, we changed them only in one case,
where we had clearly not followed our methods
correctly, and in other cases, where interpretation
of published data was disputed, we retained our
original judgements.

Data

In most cases the data are self-explanatory –
however, the impact on the NHS is that of
approving the technology and is not identical to
the cost of the actual NICE decision, which may
either have approved or rejected the technology.
The quantitative variables used in modelling are
summarized in Table 1.

A number of issues must be discussed about the
data used for modelling. For treatments for which
there is no existing alternative, the CQG is an
ICER that is incremental to ‘do nothing’ or care
and support only. For the majority of the
decisions, the ICERs are incremental to current
or standard treatment protocols. The means by
which the alternative is specified in each case may
have implications for apparent cost effectiveness
and the validity of comparisons between the
ICERs. In some cases (for example, decision 25)
the range of reported ICERs is a product of
uncertainty over the appropriate specification of
the alternative treatment.

Some of the decisions that comprise our data set
come from the same Guidance report. For
example, Temozolomide (decision 23) was rejected
as a first line treatment for brain cancer in the
absence of effectiveness evidence (Table 2) but

Table 1. Summary of variables

Variable name Variable construction

Dependent variable:
DECISION A binary choice variable which takes the value 0 if the decision is in favor of use, 1 if

against.

Independent variables:
ICER Cost per quality adjusted life year gained or cost per life year gained in d1000 units.

Where a single estimate or a central or base case estimate is provided, this is used. If
only a range is given, the mean is used.

UNCERTAINTY Uncertainty about the cost-effectiveness evidence, calculated as the range of cost-
effectiveness ratio divided by the mean or base case cost-effectiveness ratio.

OTHER THERAPY A dummy variable set to 1 if there are no treatment options and 0 if alternative
treatments are available as a substitute for the treatment under consideration.

OTHER FACTORS A dummy variable set to 1 if the guidance report makes specific mention of other
variables influencing its recommendation (severity of condition, short duration of life,
etc.), 0 otherwise.

BURDEN The burden of disease, represented by the number of people affected by the condition to
which the option pertains, in 1000 units.

IMPACT The impact on NHS budgets of approving the treatment in d1m units. Where the net
impact is available this is used, otherwise it is the impact of the technology itself. Where
a range is given, the mean is taken.

Does NICE have a Cost-E¡ectivenessThreshold
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accepted as a second line treatment (Table 3). It is
possible that such decisions are different to others,
because they are, at least in part, based on
comparisons with others in the same report. For
example, it may be that ICERs are compared
between alternative drugs for the same condition
or patient sub-groups for the same treatment, with
only the most cost-effective drug or sub-group
being selected. However, we do not have evidence
about this, and therefore proceed on the basis that
each is a strictly independent observation.

The ICER was the CQG where it is reported
and the cost per Life Year gained (CLYG) where it
is not. (The guidance for some decisions reports
both.) This implies a one-to-one correspondence
between life years gained (LYG) and quality
adjusted life years gained (QALYG). This equiva-
lence will be incorrect if those technologies for
which CLYG is reported either have an additional
impact, positive or negative, on existing quality
of life or produce life years of less than full quality,
or both.

The main reason for combining CQG and
CLYG in this way is to produce sufficient degrees
of freedom for analysis; analyzing these separately
would have used data sets of three rejections out of
18 decisions and four out of 12 instead of the seven

out of 33 actually used. It was possible to test in
our modelling procedure whether or not the use of
CQG and CLYG gained had an impact on the
decision.

There are also some justifications for this
procedure. First, in most cases the guidance for
technologies for which only CLYG is reported
either explicitly say that there are no quality
adjustments to be made or implicitly do so by not

Table 2. NICE decisions for which there were no cost-
effectiveness data

Guidance number Technology

Accepted
2 Hip
7 Proton pump
8 Hearing aid
9 Rosiglitazone
10 Inhalers
21 Pioglatizone
24 Wound care
27a Cox II (at risk patients)
29 Fludarabine
33 Advanced colorectal 2

Rejected
1 Wisdom
16 Cartilage
17 Laparascope colorectal
23 Temozolamide (First line)
25 Gemcitabine (Other)
28 Topecetan No
33 Advanced colorectal 4
37 Rituximab

Table 3. NICE decisions ranked by incremental cost-
effectiveness ratio (ICER)

Guidance
number

Technology ICER

39 Smoking d430
28 Topecetan Yes d1000
5 Cytology d1100
38 Asthma inhalers d5000
3 Taxane Ovarian d8271
12 Glycoprotein d9250
26a Non-small cell lung (First line) d9475
13 Methylphenidate d12 500
25 Gemcitabine (First line) d12 950
26b Non-small cell lung (other) d14 000
19 Alzheimers d15 000
30a Taxane Breast 2 (Second line) d15 250
6 Taxane Breast d15 500
30b Taxane Breast 2 (First line) d19 000
34 Trastuzumub (monotherapy) d19 000
15a Zanamavir At Risk d20 400
14 Ribavarin d20 500
33a Advanced colorectal 3 d22 500
31 Sibutramine d22 500
35 Arthritis juvenile d22 500
18a Laparascope hernia (recurrent) d25 000
4 Stents d25 000
11 ICDs d28 500
33b Advanced colorectal 1 d29 000
36 Arthritis adult d31 000
23 Temozolamide (Second line) d35 000
34 Trastuzumub (combination) d37 500
15b Zanamavir All d38 000
20 Riluzole d38 750
22 Orlistat d46 000
18b Laparascope hernia (primary) d50 000
27b Cox II (Routine) d150 000
32 Beta interferon d187 000

Note: The number in column one is the NICE Guidance

number corresponding to the technology described in column

two. Where a Guidance report contained more than one

decision (for example, approval for one sub-group of patients

but not for another), these are differentiated in this and

following tables by letter subscripts.

Rejections are in bold.
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mentioning this factor. This implies that NICE
believes that the evidence is that LYG and
QALYG are in fact the same in those cases.
Secondly, an assumption of this analysis is that
NICE decision makers respond mainly to data
that they are presented with. In the absence of any
data on quality adjustments to LYG, which could
of course raise or lower the CQG, the lack of such
quality adjustments may not be noticed or taken
into account. Thirdly, a slighter weaker justifica-
tion is that we are especially interested in the
decisions that are ‘out of order’ with respect to
ICERs, and these apparent anomalies are the same
in the two subsets as they are in the data as a
whole.

Another problem with the ICERs is that they
use inconsistent perspectives in costing. Some
include patient costs (for example the technical
appraisal of beta interferon for multiple sclerosis),
some use public sector costs other than those to
the NHS (for example, social care costs in the
technical appraisal for Trastuzamab), still others
restrict their perspective to the NHS. This suggests
that the CQG cannot directly be compared
between them and, indeed, that a different thresh-
old would apply in each case. Again, however,
these were the data which were considered by
NICE and there is no evidence that the appraisal
committees adjusted these formally or informally
to convert them to a common base for their
decision making.c

As discussed earlier, uncertainty can arise from
a number of different sources. Unfortunately, there
is no simple way to categorize, from the available
data, the level of uncertainty arising from them.
We therefore have to assume that the overall level
of uncertainty in the CQG estimates reflects all of
these sources of uncertainty, and that there is no
hierarchy of information or of decision making.
The variable UNCERTAINTY is therefore repre-
sented in this analysis as the CQG range, as a
measure of spread, divided by the base case or
mean, as a measure of central tendency. A better
measure of this would be the coefficient of
variation of the ICER. However, the data are
rarely, if ever, presented in the form of a dis-
tribution from which a true mean and standard
deviation can be calculated. Moreover, where there
are alternative estimates, each of which ideally
would have a distribution, it would be necessary to
pool them before calculating sample statistics.

The equity variable OTHER FACTORS is
indicated in only three instances – the treatments

considered for motor neurone disease (MND),
pancreatic cancer and non-small cell lung cancers.
In each case, the Guidance makes particular
reference to health status ‘starting point’ issues in
its decision. The clearest indication of factors other
than cost effectiveness influencing its deliberations
is provided by the guidance for Riluzole for MND
(decision 20), in which it is noted that ‘The
Committee took account of the severity and
relatively short life span of people with ALS and,
in particular, as directly reported to it, of the
values which patients place on the extension of
tracheostomy free survival time’ [13]. The Gui-
dance for treatments for pancreatic cancer and
non-small lung cell cancer refer to the ‘extremely
poor prognosis’ and low survival rates in each
case, although CQG evidence is not available in
either decision.

The variable BURDEN covers four different,
and incompatible, measures of the number af-
fected. These are the number of cases, new cases,
treatments and deaths. We have combined these
mainly in order to provide sufficient cases for
analysis, but again there is a weak argument that
NICE decision makers may respond to the
magnitudes presented and may not distinguish
too finely between the different types of burden.

The variable IMPACT, representing the budget-
ary implications for the NHS also suffers from
inconsistent evidence provided to and by NICE.
Some are not incremental (for example, drug costs
are ‘totals,’ not taking into account existing
spending on that drug where it is already used in
the NHS); others take partial account of changes
in resource use (for example, where use of one
drug or procedure replaces another); and others
are based on a fuller account of changes in
resource use (for example, changes in hospital
use arising from longer-term changes in morbid-
ity). We have had to treat these comprehensive
estimates of net impact as equivalent to estimates
of the direct cost of the technology and to make
estimates of the average where only ranges are
given. Again, there is only a supporting argument
that magnitudes are what are visible and may
enable differences in meaning to be neglected.

A more general point is that abstraction of the
data is difficult not only because of the complexity
of the evidence in the guidance and technical
appraisal reports and the many differences between
the data presented in them, but also because it is
not clear which data were actually taken into
account by NICE. There is in many cases a
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disparity of some magnitude between the CQG
reported in the guidance and that reported in the
supporting technical appraisal. Previous analyses
of the role of cost-effectiveness evidence in NICE
decisions have restricted their analysis to the
evidence reported in the guidance [2,4]. While it
is to be expected that the guidance committee
would consider factors other than cost effective-
ness in issuing their recommendations, the com-
mittee also supplements the independent technical
appraisals with confidential manufacturers’ evi-
dence as well as incorporating more ‘casual’
economic evidence and reasoning. In some cases,
the cost per QALY in the guidance is the
committee’s best guess about cost effectiveness,
taking into account factors they consider not to be
included in the technical appraisal proper.

For example, the guidance for Riluzole for
MND (decision 20) cites a CQG for this treatment
of d34 000 – d43 500. The technical appraisal has a
base case CQG of d58 000, with sensitivity analysis
revealing a range of CQG from negative to a
considerably higher than base-case CQG. Later
revisions to the technical appraisal, in the light of
new evidence, suggest the CQG ranges from
d16 500 to d20 000. The wide range of results is
illustrative of the degree of uncertainty NICE faces
in using cost-effectiveness evidence. However, for
the purpose of this analysis, the key point to note
is that the CQG figures cited in the guidance
cannot be located in the evidence in any of the
technical appraisals it has provided in support of
its decision.

A second example is the cost-effectiveness
data for Orlistat for obesity in adults (decision 22).
As stated earlier, the NICE guidance for
Orlistat seemed to admit to an approximate
threshold of d20 000–d30 000 per QALY gained
and it further implies, by its favorable deci-
sion, that Orlistat meets this. However, the
‘headline’ estimate that it gave for this ICER is a
much higher independent estimate of d46 000,
which is neither endorsed nor rejected, and an
explicitly rejected much lower figure based on
manufacturers’ estimates.

These ‘headline’ figures are taken from the
technical appraisal, which itself makes them the
‘headline.’ But the technical appraisal also reports,
in a less prominent way, some sensitivity analyses
around the figures, which are not referred to in the
guidance and which support a lower ICER. There
is, however, nothing within those analyses which
supports the figure of d20 000–d30 000.

The technical appraisal takes the independent
estimate from a Development and Evaluation
Committee (DEC) report [14], which again head-
lined the d46 000 figure, but also contains far more
sensitivity analyses than those reported in the
technical appraisal. These also support a far lower
ICER. Of particular note is that the headline figure
is based on the DEC method of calculating QALY
gains, but the report also reports a much lower set
of ICER estimates based on EQ-5D utilities,
explicitly noting that NICE appears to be prefer-
ring estimates based on the EQ-5D. These ICERs
did not find their way into the technical appraisal
and it is unclear whether or not they will have been
considered by NICE. However, once again, there
is no obvious source in the DEC report for the
d20 000–d30 000 figure.

A further example of the difficulty in interpret-
ing which cost-effectiveness evidence influenced
NICE’s decisions is the case of beta interferon
(decision 32). The guidance for this technology
indicated that the ‘best available evidence’ on
CQG was considered to be d35 000–d104 000
(under an assumption of benefit persisting over
20 years) and d120 000–d339 000 (under an
assumption of benefit ceasing when treatment
stops). Without being party to the decision-
making process, the independent observer can
note only that the range of CQG indicated by
NICE to be reliable evidence is d35 000–d339 000
(with a mid-point of d187 000) although clearly
other interpretations are possible, for example
alternative high and low mid-point estimates of
d69 500 and d229 500.

The conclusion is that there is some uncer-
tainty in many cases about what NICE’s
conclusions about cost effectiveness were, the
means by which they were derived and indeed
what evidence they took into account in deriving
them. Nevertheless, we take them at face value
and have used the figures provided in the
Guidance where these were available, and from
the Technical Appraisal where they were not.

Modelling

The decisions were initially divided into those for
which cost-effectiveness data were available and
those for which there was none. The latter were
subdivided into acceptance and rejection decisions
and these were investigated qualitatively to un-
cover the apparent reasons for rejection or
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acceptance. The former were amenable to quanti-
tative analysis of a binary choice model, which was
explored using logistic regression analysis.

Several model specifications incorporating dif-
ferent numbers of variables were estimated. How-
ever, this was for reasons other than a model
building strategy. First, our intended strategy was
to estimate a model incorporating all variables,
but this could not be done, for reasons explained
below, and alternative specifications including
fewer variables had to be examined. Secondly,
models incorporating fewer variables were in
themselves instructive about the impact of the
implied decision-making criteria. Since we are not
estimating a full model, robust standard errors
were used in all specifications as a basis for
hypothesis testing.

The modelling was constrained by the absence
of some items of data. The variable OTHER
FACTORS could not be used, because the
decision for all but one of the cases for which
other factors were recorded was to accept and, for
the other, data on cost effectiveness were not
available; OTHER FACTORS, therefore, had no
explanatory power. The variable IMPACT was
also available only for a restricted set of decisions,
which unfortunately included four of the seven
rejections; moreover, these were amongst the more
interesting cases. As a result, we used a basic set of
33 decisions, although we also used a subset of 26
to test the IMPACT variable.

The logistic regression estimates permit calcula-
tions of a probability-based ‘threshold.’ The
probability of acceptance or rejection can be
calculated for each ICER, other variables held
constant. There are two possible approaches, both
problematic. One is to evaluate a strict marginal
effect, assuming all other variables are zero;
however, it is unrealistic, for example, to assume
that there is no burden of disease. The other is to
evaluate at the mean values of the other variables;
however, this means that the estimates are highly
dependent on their values in the sample, which is
not random. From this, the ICER at which the
probability of acceptance is 0.5, equivalently where
the odds ratio is 1, can be calculated.

Given the difficulties, noted earlier, in selecting
the CQG evidence that most directly influenced
decision making for each therapy, we explored the
sensitivity of the estimated model to choices about
the mid-point and range for those technologies in
which this issue was present. A good example is
beta interferon (decision 32), which had the

highest mid-point ICER using the data abstraction
rules that we operated, but as described earlier, the
ICER reported in the guidance could be inter-
preted as giving a much lower mid-point. The
models were therefore re-estimated using the
alternative data for that observation.

Finally, we tested three issues about the
decision-making environment by using simple
procedures. First, as described earlier, CLYG
and CQG data are treated as equivalent; a dummy
variable was created which took the value 1 if
CQG data were used and 0 otherwise. Secondly, it
is possible that decision-making processes or the
implicit threshold or both might have changed
over time; a sequence variable was created taking
the value 1 for the earliest decision and 33 for the
latest. Thirdly, it is possible that NICE might
attach more importance to evidence which it
reports in the Guidance rather than simply in the
Technical Appraisal reports. It was not possible to
use the dummy variable approach because all three
of the decisions for which only Technical Apprai-
sal evidence was available were acceptances.
However, we were able to re-estimate the model
excluding these data to compare the results.

Results

Table 2 details the decisions for which there were
no cost-effectiveness data, divided into those
accepted and those rejected. Although the gui-
dance is in many cases complex, the general
conclusion, as might be expected, is that those
rejected are those for which there is clear evidence
that the technology is not effective, for example
decision 1, or very unclear evidence that it is
effective, for example decision 23. The technologies
that were accepted without evidence on CLYG or
CQG mainly fell into two groups. In five cases, the
decision is arguably better characterized as which
treatment of those considered is most appropriate
(for example, which type of prostheses should be
used in hip replacement, given their differences in
cost and revision rate), rather than whether any
treatment per se is acceptable value for money
relative to other NHS activities. Decisions reflect
cost minimization or effectiveness maximization.
In four cases, cost-effectiveness evidence was
considered, but in terms other than CLYG or
CQG (for example, cost per year of remission).
In one case (decision 27a) unreported ICERs
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were used as a basis for a judgement that a patient
sub-group (‘at-risk’ patients) would have a lower
ICER than that which was reported for ‘all
patients’ (rejection decision 27b).

Table 3 shows those decisions for which there
was evidence in terms of either CLYG or CQG.
These are ordered from lowest to highest ICER,
with rejection decisions shown in bold. Those with
the three highest ICERs (18b, 27b, and 32) are
rejections. Rejection decision 5 appears to be an
outlier, but it is less clear whether it is rejection
decisions 30b, 33a, and 15b, or the 14 acceptance
decisions within and above them, that are ‘out of
order.’ A threshold of the type shown in Figure 1
cannot be identified, since there are rejections that
have a lower ICER than some acceptances. A
threshold of the type shown in Figure 2 can be
identified, but it would be of very doubtful
meaning, since the range would be between a
lower threshold of d1000–d1100 and an upper
threshold of d47 000–d50 000, encompassing all
decisions except two rejections and two accep-
tances. There is also no evidence of the alleged
d20 000–d30 000 range; two are rejected below that,
five are accepted above it and all but one within it
are accepted – and that at the top of the range.

An attempt was made to estimate a logistic
regression model including all of the usable
variables except OTHER FACTORS, excluded
for reasons explained earlier. Unfortunately, this
proved not to be estimatable, providing completely
determined outcomes along with odds ratios and
standard errors that had bizarre signs and
magnitudes.

Table 4 shows the results that were obtained
from the logistic regression analyses; Tables 5 and
6 show how these affect both the implied NICE
‘threshold’ and which decisions conform to it.
Table 5 shows the technologies in ascending order
of probability of rejection. The horizontal bars
identify the probability-based threshold as the
point at which the probability of rejection becomes
greater than the probability of acceptance, other
things being equal. The ICER at which the
probability is 0.5 is shown in the first column
of Table 6, headed ‘Central Estimate,’ using the
‘marginal’ and ‘mean value’ methods.

Model 1 includes only cost effectiveness. The
odds ratio is of the expected sign but is not
significantly different from one at conventional
levels (p=0.189), so the model is included only
for comparison. It correctly classifies all of the
acceptances, but only two out of seven of the T
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rejections. All of the other rejections are ‘out of
order’ because they have rejection probabilities
below 0.5.

Model 2 in Table 4 adds UNCERTAINTY to
ICER as an explanatory variable. Both have odds
ratios that are significantly different from one and
have the expected signs. Rejection decision 5 is no
longer an outlier, having the third highest rejection
probability. Sensitivity improves, with a small
deterioration in specificity: rejection decisions
15b, 30b, and 33b remain out of order, and
acceptance decision 22 becomes out of order,

because it has a rejection probability greater than
0.5. The implied threshold falls by between 15 and
26%.

Although the UNCERTAINTY variable seems
to explain well rejection decision 5 despite the low
ICER and is consistent with statements within the
relevant guidance, closer examination shows a less
clear picture. The UNCERTAINTY variable
measures the degree of variability about the ICER,
which is certainly relatively high in this case.
However, the absolute value of the high estimate
of the ICER is still well below the implied

Table 5. Ranking of NICE Guidance decisions by incremental cost-effectiveness ratio and probability of rejection

Model 1 Model 2 Model 3 Model 4

ICER (d) Prob ICER (d) Prob ICER (d) Prob ICER (d) Prob

39 430 0.0580 28 1000 0.0076 38 5000 0.0000 38 5000 0.0000
28 1000 0.0596 38 5000 0.0115 39 430 0.0031 19 15000 0.0000
5 1100 0.0599 39 430 0.0132 28 1000 0.0037 14 20500 0.0000
38 5000 0.0716 12 9250 0.0255 12 9250 0.0084 23 35000 0.0000
3 8271 0.0831 3 8271 0.0276 36 31000 0.0158 20 38750 0.0000
12 9250 0.0869 26b 14000 0.0284 13 12500 0.0164 39 430 0.0014
26a 9475 0.0878 13 12500 0.0323 26b 14000 0.0186 28 1000 0.0022
13 12500 0.1004 34 19000 0.0466 3 8271 0.0200 12 9250 0.0051
25 12950 0.1025 25 12950 0.0495 14 20500 0.0273 36 31000 0.0084
26b 14000 0.1073 26a 9475 0.0562 19 15000 0.0285 13 12500 0.0125
19 15000 0.1121 30a 15250 0.0711 26a 9475 0.0398 3 8271 0.0163
30a 15250 0.1134 6 15500 0.0736 25 12950 0.0436 26 14000 0.0164
6 15500 0.1147 30b 19000 0.0855 34 19000 0.0445 26 9475 0.0329

30b 19000 0.1333 33a 22500 0.0926 6 15500 0.0609 25 12950 0.0422
34 19000 0.1333 31 22500 0.1048 4 25000 0.0644 34 19000 0.0502
15a 20400 0.1415 35 22500 0.1048 30b 19000 0.0664 6 15500 0.0602
14 20500 0.1421 4 25000 0.1096 30a 15250 0.0878 4 25000 0.0662
33a 22500 0.1545 15a 20400 0.1155 33a 22500 0.0923 30a 15250 0.0685
31 22500 0.1545 33b 29000 0.1200 11 28500 0.0955 30b 19000 0.1008
35 22500 0.1545 11 28500 0.1292 31 22500 0.0965 33a 22500 0.1117
18a 25000 0.1713 19 15000 0.1316 35 22500 0.1210 31 22500 0.1129
4 25000 0.1713 14 20500 0.1546 15a 20400 0.1372 11 28500 0.1140
11 28500 0.1971 36 31000 0.1697 33b 29000 0.1385 35 22500 0.1537
33b 29000 0.2011 23 35000 0.2016 18a 25000 0.2541 15 20400 0.1692
36 31000 0.2174 34 37500 0.2460 23 35000 0.3151 33b 29000 0.1954

23 35000 0.2528 15b 38000 0.2557 34 37500 0.3852 18a 25000 0.2872

34 37500 0.2767 18a 25000 0.2972 15b 38000 0.3907 34 37500 0.5774
15b 38000 0.2817 20 38750 0.3095 22 46000 0.4771 15b 38000 0.5827

20 38750 0.2892 18b 50000 0.5408 20 38750 0.4914 22 46000 0.6013

22 46000 0.3677 22 46000 0.5882 18b 50000 0.6394 18b 50000 0.8184

18b 50000 0.4146 5 1100 0.7996 5 1100 0.8784 5 1100 0.8763

27b 150000 0.9899 27b 150000 0.9999 27b 150000 0.9386 27b 150000 0.9168

32 187000 0.9983 32 187000 1 32 187000 1 32 187000 1

Note: Numbers in bold indicate the Guidance number, ICER and corresponding probability for technologies rejected by NICE.

The bold horizontal bar in each column indicates the technologies and corresponding CERs between which lies a probability of

rejection of 0.5.
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threshold. The implication is either that NICE’s
decision took account of the presence of high
uncertainty but ignored the significance of this
uncertainty, or that the level of uncertainty
actually attached to the estimate by NICE was
far higher than that reported. We have no way of
judging, from our data sources, which of these is
closer to the truth. However, the second of them is
consistent with the idea that there is a hierarchy
of evidence and the possibility that for decision 5
there is a very high level of uncertainty about
effectiveness, which is not reflected in the range of
CQG estimates.

Model 3 in Table 4 adds the variable BURDEN
to Model 2 to assess its incremental impact. An
alternative is also to examine a model including
ICER and BURDEN alone, but the estimated
odds ratios for that model were not significantly
different from one. In Model 3, all are significantly
different from one and have the expected signs;
those for ICER and UNCERTAINTY are slightly
higher than in Model 2 but have similar standard
errors. Specificity improves, with no loss of
sensitivity. No acceptance decisions are out of
order; acceptance decision 22 now has a prob-
ability of rejection below 0.5, because of the very
large number of people affected. The out of order
rejection decisions remain. The implied threshold
reduces further using the marginal method, but is
slightly higher using the mean value method.

Model 4 adds the variable OTHER THERAPY.
Table 4 shows that the odds ratios are again all
significantly different to one and have the expected

signs. ICER, UNCERTAINTY, and BURDEN
have similar odds ratios to those in Model 3, but
the standard errors are slightly higher. Sensitivity
improves a lot, but with a small reduction in
specificity. Rejection decision 15b is now no longer
out of order; however, rejection decisions 30b and
33b remain so. In addition, there are now two out
of order acceptance decisions, numbers 22 and 34.
The implied threshold unambiguously further
reduces.

There is evidence of a need to be cautious with
Model 4. The odds ratio for OTHER THERAPY
is extremely small and its curious effects can be
observed in Table 5, where the five decisions
affected by this variable (that is, technologies for
which no other treatment is available) are shown
in italics. Four are given extremely low rejection
probabilities, two of which, numbers 20 and 23,
were previously at the margin of acceptance and
rejection and whose removal from proximity to the
threshold will have affected where the threshold is.
The other decision is number 32, whose un-
changing position as a certainty for rejection is
virtually guaranteed by its highly unfavorable
ICER.

The w2 statistic suggests that none of the four
models can be rejected. Model 4 is preferred
because of its higher pseudo R2 and better
sensitivity, achieved at the cost of a slightly lower
specificity.

The variable IMPACT proved not to be useful,
and results are omitted. For example, in adding it
to Model 3, it requires a more restricted data set,

Table 6. Probabilistic cost-effectiveness thresholds for NICE decisions

Probability

Central
10% range 90% range 50% range

Model estimate 0.45 0.55 0.05 0.95 0.25 0.75

ICER only
(Model 1)

Marginal d57 216 d53 116 d61 317 –d2 954 d117 387 d34 766 d79 667

ICER + UNCERTAINTY Marginal d48 409 d46 454 d50 364 d19 726 d77 091 d37 707 d59 111
(Model 2) Mean value d42 268 d40 313 d44 222 d13 585 d70 950 d31 566 d52 969

ICER + UNCERTAINTY
+ BURDEN

Marginal d40 519 d39 091 d41 947 d19 565 d61 472 d32 700 d48 337

(Model 3) Mean value d43 139 d41 711 d44 567 d22 185 d64 093 d35 321 d50 957

ICER + UNCERTAINTY
+ BURDEN + OTHER THERAPY

Marginal d35 380 d34 239 d36 521 d18 635 d52 125 d29 132 d41 628

(Model 4) Mean value d40 216 d39 075 d41 358 d23 471 d56 962 d33 969 d46 464
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as explained earlier, that left only three rejections,
all of which are fully explained by the ICER and
UNCERTAINTY variables. Its inclusion had a
large effect on the odds ratio of UNCERTAINTY,
gave both BURDEN and IMPACT unexpected,
though insignificant signs, and produced a com-
pletely determined model, with no out of order
decisions. One explanation for this might be
collinearity between BURDEN and IMPACT,
but this did not appear to be the case. The
correlation between them in the full data set was
0.54, but this was largely driven by decision 27b,
which had large outlier values for both, and was
0.08 for the other decisions. However, the effect of
IMPACT on the models estimated on a data set
that excluded decision 27b was the same as that
including it.

A further model adding both OTHER THER-
APY and IMPACT to Model 3 was also not
properly estimatable, again producing a comple-
tely determined model with odd and erroneous
odds ratios and standard errors.

Figure 5 shows the relationship between prob-
ability of acceptance or rejection and the ICER.d

Observing points horizontally from the vertical
axis enables us to assess the threshold, as the point

at which probability of acceptance and rejection is
equal, along the p=0.5 line. This demonstrates
that the inclusion of other factors lowers
the threshold, making it more difficult for high
ICER technologies to be accepted, other things
being equal. However, observing points vertically
from the horizontal axis suggests that at higher
levels of the ICER, the inclusion of other factors
increases the probability of rejection, dramatically
around d40 000 and above. By contrast, at low
ICER levels, including other factors lowers the
probability of rejection.

All of these estimates raise the question of what
is meant by a ‘range’ of cost effectiveness as NICE
described it. As noted, it is not possible to estimate
this in terms of an upper and lower ‘threshold.’ A
confidence interval around the estimates can
be calculated, based on the standard errors of
the coefficients, but this describes the precision of
the central estimate, not a range of acceptability.
An alternative is to look at a range of acceptability
as a range of the probability of acceptance or
rejection. Unfortunately, there is no obvious
definition of what range of probability should be
used. The remaining columns of Table 6 demon-
strate the ‘threshold’ ranges defined by three
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different probability ranges around the value 0.5 –
plus or minus 0.05, 0.05 in each ‘tail’ and the
central 50%. However, even these calculations do
not seem to capture the indistinct concept of ‘a
range of acceptable cost effectiveness.’

Inclusion of the alternative data for decision 32
had very little impact on the models and the
implied threshold; the results are therefore
omitted. The model including only ICER was
improved, and the implied threshold was affected.
However, for the other models, the models did not
perform as well and the implied threshold was very
similar. Since this was such an influential observa-
tion, a conclusion could be that the method was
robust. Similarly omitted are the detailed results
for the dummy variable representing whether
CQG or CLYG gained data were used and the
sequence number variable. Both were insignificant
in all models, demonstrating no observable sys-
tematic differences in the response to different data
and no systematic change over time; both are fairly
weak tests, however.

The sensitivity of our results to the data source
was tested by re-estimating them using only data
from the Guidance. This reduced the number of
observations but had negligible effects on the
coefficients and their significance, the calculated
threshold and the ranking of decisions.

Discussion

The following tentative conclusions can be drawn
from the analysis of NICE decisions for which
there were cost-effectiveness data. There is support
for the idea of a threshold as being probability
based rather than a single number. NICE decisions
are well explained by the cost-effectiveness evi-
dence, with the effect of uncertainty and of the
burden of disease explaining the rejection of some
technologies with a relatively low ICER and the
acceptance of some with a relatively high ICER.
There remain a few anomalies, which may be
the result of the context in which these decisions
were taken; essentially, that they were decisions
based on comparisons of different indications for
particular technologies rather than taking into
account a comparison with other services that the
NHS provides.

The conclusion that the ‘threshold’ estimates
become lower with the inclusion of extra variables
is supported. The analysis suggests a cost-

effectiveness threshold somewhat higher than
the d20 000–d30 000 which NICE has publicly
identified.

The modelling results are of course exploratory
and are far from definitive. A key problem is the
data used, which are less than perfect. However,
the decision making that we are trying to model
presumably had the same imperfect data. Unless
NICE decisions are based upon data which are not
made available to the public, which is definitely the
case for manufacturers’ commercial-in-confidence
data, then the modelling is using the correct data,
though of course they may not have been
interpreted by the NICE appraisal committees in
exactly the same way as we have done.

The analysis may have revealed as much about
the data upon which decisions have been based as
about the decision making itself. NICE should not
be criticized for making decisions based on
imperfect and missing data; its role is to exercise
judgement where that is the case. Of more concern
are the widespread inconsistencies in the type of
evidence collected and reported, the mismatch
between figures reported in the guidance, the
technical appraisals and other documents and the
obvious existence of key documents and analysis
which are not in the public domain. A conse-
quence of this is a reduction in the explicitness and
transparency of the decision-making process.

The insights from this work will provide a
systematic way of identifying the role of various
types of evidence on decision making retrospec-
tively. Inferring the threshold from past decisions
usefully serves to promote debate about the
threshold and about how NICE should respond
to equity concerns. However, the question of what
NICE’s cost-effectiveness threshold should be, as
opposed to what it appears to have been, is more
challenging still and ultimately needs to be
supported by stated, rather than implicit, valua-
tions of health outcomes.

Future research could take two different direc-
tions, although we anticipate that these will
converge: retaining the method that we have
adopted of using only published information,
which has the danger of misinterpreting the
decisions actually taken, versus relying on the
information that NICE states was important in its
decisions, which has the danger of post hoc
rationalizations and corporate memory failure.
Both approaches will be able to incorporate new
decisions and, once sufficient observations are
available, test additional hypotheses, including
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whether or not there are changes over time in the
information used by NICE and the criteria which
it uses. NICE has developed markedly as an
organization since its inception in 1999 in terms of,
for example, what type of analysis is required in
technology assessments, what is reported in its
guidance and the role of different types of
evidence, for example from patient groups. If the
information used and reported becomes more
standardized, consistent and open – for example
concerning the use of commercial-in-confidence
information – then the difference between the
approaches will lessen considerably. In the mean-
time, it will be of considerable interest to compare
conclusions from them. More and better evidence
will enable some of the key variables to be better
defined; for example, the assumption that CLYG
and CQG are equivalent may become unnecessary
and the concept of uncertainty may be clarified
and the data to measure it refined.

Finally, although our focus in this paper has
concerned the UK, the data generated by decision-
making processes elsewhere (such as CCOHTA
and PBAC) would be amenable to similar ana-
lyses, which would facilitate international compar-
isons of the way on which cost-effectiveness
evidence influences decisions.
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Notes
a. The choice of QALYs (and LYG) as the measure of

benefit in cost-effectiveness analysis in itself embodies
value judgements about the value of health gains
between age groups.

b. This begs the question of what ‘net benefit’ means in
this context. NICE’s use of cost effectiveness, rather
than cost benefit, analysis means that net benefit can
only be determined by invoking a threshold. If the
threshold reflects the existing NHS budget (e.g. if it is

revealed by the CQG of the last treatment funded
from the NHS budget – the ‘extra welfarist’ position)
rather than an externally determined, stated value
per QALY gained (the ‘welfarist’ approach – see [8])
this argument becomes invalid.

c. NICE’s guidance to manufacturers and sponsors for
preparing evidence now provides clear advice on the
perspective to be taken in economic evaluation.

d. Although this has a shape similar to the theoretical
diagram in Figure 2, the interpretation is different.
The theoretical curve identifies a threshold range in
which there is uncertainty about what will be rejected
or accepted. The empirical curve identifies not a
range but a single threshold value given a chosen
level of probability. The empirical method cannot in
any case identify upper and lower threshold values,
because probability values of 0 and 1 cannot be
observed except at the limits of precision of calcula-
tion. Again, despite their similar shape neither type
of figure is related to cost-effectiveness acceptability
curves.
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